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## General framework

Multi (Layers | Modalities | Views) Learning [2, 3]

A. 2

A. 3

$N$ observations and $V$ views

$$
A_{i j v}= \begin{cases}1, & \text { if observations }(i, j) \\ \quad \text { belong to the same cluster } \\ 0, & \text { otherwise }\end{cases}
$$

Multiple layers, which are adjacency matrices derived from a group of variables used for clustering

## General framework

Multi (Layers | Modalities | Views) Learning [2, 3]

Assuming the
layers come from
a mixture model

## General framework

Multi (Layers | Modalities | Views) Learning [2, 3]

## Milk



## General framework

MIxture of Multilayer Integrator Stochastic Block Model (mimiSBM)

Input

## Milk



Adjacency matrices


## Indicator membership matrices distribution

## Probabilistic assumptions on the latent variables

$N$ observations according to $K$ classes

$$
\mathbb{Z} \in\{0,1\}^{N \times K}
$$

$$
\mathbb{Z}_{i} \sim \mathscr{M}\left(1, \boldsymbol{\pi}=\left(\pi_{1}, \ldots, \pi_{K}\right)\right) \text { and } \mathbb{P}(\mathbb{Z} \mid \boldsymbol{\pi})=\prod_{i=1}^{N} \prod_{k=1}^{K} \pi_{k}^{\mathbb{Z}_{i k}}
$$

## Indicator membership matrices distribution

## Probabilistic assumptions on the latent variables

## $N$ observations according to $K$ classes

$\mathbf{Z} \in\{0,1\}^{N \times K}$

$V$ layers according to $Q$ components

$$
\mathbf{W} \in\{0,1\}^{V \times Q}
$$

$$
\mathbf{W}_{\mathbf{v}} \sim \mathscr{M}\left(1, \boldsymbol{\rho}=\left(\rho_{1}, \ldots, \rho_{Q}\right)\right) \text { and } \mathbb{P}(\mathbf{W} \mid \boldsymbol{\rho})=\prod_{v=1}^{V} \prod_{s=1}^{Q} \rho_{v}^{\mathbf{W}_{v s}}
$$

## Adjacency multilayer distribution

Mixture of Multilayer SBM framework:

$$
A_{i j v} \mid \mathbb{Z}_{i}=k, \mathbb{Z}_{j}=l, \mathbf{W}_{v}=s \sim B\left(\alpha_{k l s}\right)
$$

Connection between observations according to the multiple layers
$\begin{aligned} \mathbb{P}(\mathbf{A} \mid \mathbb{Z}, \mathbf{W}, \alpha, \boldsymbol{\pi}, \boldsymbol{\rho})= & \prod_{i=1}^{N} \prod_{k, l=1}^{K} \prod_{v=1}^{V} \prod_{s=1}^{Q}\left(\mathbb{P}\left(A_{i j v} \mid \mathbb{Z}_{i}=k, \mathbb{Z}_{j}=l, \mathbf{W}_{v}=s, \boldsymbol{\alpha}, \boldsymbol{\pi}, \boldsymbol{\rho}\right)\right)^{\mathbb{Z}_{i k} \mathbb{Z}_{j l} \mathbf{W}_{v s}} \\ = & \prod_{i=1}^{N} \prod_{k, l=1}^{K} \prod_{v=1}^{V} \prod_{s=1}^{Q}\left(\alpha_{k l s}^{A_{i j v}}\left(1-\alpha_{k l s}\right)^{1-A_{i j v}}\right)^{\mathbb{Z}_{i k} Z_{j l} \mathbf{W}_{v s}}\end{aligned}$

## Bayesian framework of mimi-SBM


$\operatorname{Dir}($.$) : conjugate prior for the multinomial distribution. 9$

## Bayesian Framework

## Marginal Likelihood of observed data (evidence)

$$
\mathbb{P}(\mathbf{A})=\sum_{\mathbb{Z}} \sum_{\mathbf{W}} \iiint \mathbb{P}(\mathbf{A}, \mathbb{Z}, \mathbf{W}, \alpha, \boldsymbol{\pi}, \boldsymbol{\rho}) d \alpha d \boldsymbol{\pi} d \boldsymbol{\rho}
$$

## Bayesian Framework

Marginal Likelihood of observed data (evidence)

$$
\mathbb{P}(\mathbf{A})=\sum_{\mathbb{Z}} \sum_{\mathbf{W}} \iiint \mathbb{P}(\mathbf{A}, \mathbb{Z}, \mathbf{W}, \alpha, \boldsymbol{\pi}, \boldsymbol{\rho}) d \alpha d \boldsymbol{\pi} d \boldsymbol{\rho}
$$

Challenging problems :

- Integrals are difficult or impossible to compute analytically
- Sums over $\mathbb{Z}$ and $\mathbf{W}$ are often intractable


## Variational distribution ELBO and KL-divergence

Approximating complex posterior with simpler distributions

Given a variational distribution $q$ over $\{\mathbb{Z}, \mathbf{W}, \alpha, \boldsymbol{\pi}, \boldsymbol{\rho}\}$, we can decompose the marginal log-likelihood into :


## Variational distribution

ELBO : mean-field approximation [7]

Typically selected from an easier-to-handle family of distributions

By the mean-field approximation, assume that $q$ can be factorized as :

$$
\begin{aligned}
q(\mathbb{Z}, \mathbf{W}, \alpha, \boldsymbol{\pi}, \boldsymbol{\rho})= & \prod_{i=1}^{N} q\left(\mathbb{Z}_{i}\right) \prod_{v=1}^{V} q\left(\mathbf{W}_{\mathrm{v}}\right) \prod_{s=1}^{Q} \prod_{k, k \leq l}^{K} q\left(\alpha_{k l s}\right) q(\boldsymbol{\pi}) q(\boldsymbol{\rho}) \\
= & \operatorname{Dir}(\boldsymbol{\pi} ; \boldsymbol{\beta}) \operatorname{Dir}(\boldsymbol{\rho} ; \boldsymbol{\theta}) \prod_{i=1}^{N} \mathscr{M}\left(\mathbb{Z}_{i} ; 1, \boldsymbol{\tau}_{i}\right) \prod_{v=1}^{V} \mathscr{M}\left(\mathbf{W}_{\mathrm{v}} ; 1, \boldsymbol{\nu}_{v}\right) \\
& \prod_{s=1}^{Q} \prod_{k, k \leq l}^{K} \operatorname{Beta}\left(\alpha_{k l s} ; \eta_{k l s}, \xi_{k l s}\right)
\end{aligned}
$$

## Variational distribution

## ELBO : model selection criterion

Integrated Likelihood variational bayes (ILvb) :

$$
\begin{aligned}
\mathscr{L}(q(.))= & \log \left\{\frac{\Gamma\left(\sum_{k=1}^{K} \beta_{k}^{0}\right) \Pi_{k=1}^{K} \Gamma\left(\beta_{k}\right)}{\Gamma\left(\sum_{k=1}^{K} \beta_{k}\right) \Pi_{k=1}^{K} \Gamma\left(\beta_{k}^{0}\right)}\right\}+\log \left\{\frac{\Gamma\left(\sum_{q=1}^{Q} \theta_{q}^{0}\right) \Pi_{q=1}^{Q} \Gamma\left(\theta_{q}\right)}{\Gamma\left(\sum_{q=1}^{Q} \theta_{q}\right) \prod_{q=1}^{Q} \Gamma\left(\theta_{q}^{0}\right)}\right\} \\
& +\sum_{k \leq 1}^{K} \sum_{q=1}^{Q} \log \left\{\frac{\Gamma\left(\eta_{k l q}^{0}+\xi_{k l q}^{0}\right) \Gamma\left(\eta_{k l q}\right) \Gamma\left(\xi_{k k q}\right)}{\Gamma\left(\eta_{k l q}+\xi_{k l q}\right) \Gamma\left(\eta_{k q q}^{0}\right) \Gamma\left(\xi_{k q q}^{0}\right)}\right\}-\sum_{i}^{N} \sum_{k}^{K} \tau_{i k} \log \tau_{k k}-\sum_{v}^{V} \sum_{q}^{Q} \nu_{v q} \log \nu_{v q}
\end{aligned}
$$

where $\Gamma(\cdot)$ is the Gamma function

## Variational Bayes

## EM optimization

o Variational Bayes Expectation step (VBE-step) :

$$
\begin{aligned}
& \circ q\left(\mathbb{Z}_{i}\right), \forall i \in\{1, \ldots, N\} \\
& \circ q\left(\mathbf{W}_{\mathrm{v}}\right), \forall v \in\{1, \ldots, V\}
\end{aligned}
$$

- Maximization step (M-step) :

$$
\begin{aligned}
& \circ q(\pi) \\
& \circ q(\rho) \\
& \circ q(\alpha)
\end{aligned}
$$

## Worldwide Food Trading Networks

## Dataset

- A global food trading dataset compiled by De Dominico et al. [11]
- This dataset comprises economic networks that feature various products, with 99 countries as nodes and edges denoting trade connections for specific food items
- Each layer reflects the international trade interactions involving 30 distinct food products


## Worldwide Food Trading Networks

## Countries clustering



Clustering world map: countries are colored according to the clusters defined by the model.

## Worldwide Food Trading Networks

## Food clustering



Table of members in view components

## Conclusion and next steps

Other parts on this work
[X] Algorithm initialization strategy
[X] Equivalence and comparison of selection criteria
[X] Performance on simulated data :
[X] View and individuals clustering
[X] Model selection
[X] Robustness according to perturbed adjacency matrices
[X] Model identifiability and parameter convergence (Less than a fortnight ago)

## Thank you for your attention !
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